
www.advhealthmat.de

1900968 (1 of 23) © 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

Progress rePort

Models of the Gut for Analyzing the Impact of Food  
and Drugs

Chiara Anna Maria Fois, Thi Yen Loan Le, Aaron Schindeler, Sina Naficy,  
Dale David McClure, Mark Norman Read, Peter Valtchev, Ali Khademhosseini,  
and Fariba Dehghani*

DOI: 10.1002/adhm.201900968

1. Introduction

The human intestine is the primary organ responsible for the 
uptake of nutrients and water, and this is facilitated by its com-
plex structure that features a large surface area. With an average 
total length of around seven meters, including both small and 
large intestine, it connects the stomach to the rectum while 
enabling absorption in a specialized manner. At a cellular level, 
the gut epithelium is critical in selective transport to the blood-
stream. The finger-like projections of the intestinal epithelium 

Models of the human gastrointestinal tract (GIT) can be powerful tools for 
examining the biological interactions of food products and pharmaceuticals. 
This can be done under normal healthy conditions or using models of 
disease–many of which have no curative therapy. This report outlines the 
field of gastrointestinal modeling, with a particular focus on the intestine. 
Traditional in vivo animal models are compared to a range of in vitro 
models. In vitro systems are elaborated over time, recently culminating 
with microfluidic intestines-on-chips (IsOC) and 3D bioengineered models. 
Macroscale models are also reviewed for their important contribution in 
the microbiota studies. Lastly, it is discussed how in silico approaches may 
have utility in predicting and interpreting experimental data. The various 
advantages and limitations of the different systems are contrasted. It is 
posited that only through complementary use of these models will salient 
research questions be able to be addressed.

C. A. M. Fois, Dr. T. Y. L. Le, Prof. A. Schindeler, Dr. S. Naficy,  
Dr. D. D. McClure, Dr. M. N. Read, Dr. P. Valtchev, Prof. F. Dehghani
School of Chemical and Biomolecular Engineering
Centre for Advanced Food Enginomics
University of Sydney
Sydney, NSW 2006, Australia
E-mail: fariba.dehghani@sydney.edu.au
Prof. A. Khademhosseini
Department of Chemical and Biomolecular Engineering
Department of Bioengineering
Department of Radiology
California NanoSystems Institute (CNSI)
University of California
Los Angeles, CA 90095, USA

The ORCID identification number(s) for the author(s) of this article 
can be found under https://doi.org/10.1002/adhm.201900968.

increase the total area available for resorp-
tion. Moreover, the human intestine is 
naturally defended by a complex immune 
system which defends against undesired 
infiltrations through the gut, such as bac-
teria. Recent studies are also investigating 
the gut–brain axis and the role of micro-
biota and dysbiosis,[1] as this seems to be 
involved in the development of chronical 
diseases, inflammation, obesity, and 
neurodisorders.[2]

Inflammatory bowel disease (IBD), 
namely Crohn’s disease and ulcerative 
colitis, can all necessitate special dietary 
restrictions (e.g., fermentable oligo-,  
di-, mono-saccharides and polyols 
(FODMAP), enteral nutrition, and low 
fibers).[3] Notably, food is seen not only as 
the potential and partial cause of these ill-
nesses, but can be efficiently adopted for 

suppressing disease symptoms. However, such approaches 
are currently unreliable and rarely personalized for individual 
patients. It is expected that gut models will continue to have an 
important role in elucidating mechanisms of gut disease and 
developing new therapeutic approaches.

Historically, animal models have been employed to study 
gut disease and gastrointestinal function. While there are 
some concerns that gut microbiota and intestinal morphology 
in the rodent models can differ from the human condition,[4] 
they are nonetheless widely used. Still, compared to in vitro 
models, animal studies have a high barrier to entry in terms of 
expense, training, and ethical practices. Cell culture is still the 
basis for many in vitro models, with researchers recapitulating 
the natural villi morphology of the intestine using scaffold 
structures,[5] or recreating the mucosa layer, naturally present 
in the human gut using hydrogels.[6]

Advances in culture methods, particularly, in the area of 
microfluidics such as organs-on-chip technology,[7] have the 
potential to radically shift analysis methods. They are low cost 
with microfluidic perfusion feasible in micrometer size cham-
bers. The use of human cells can better mimic human physi-
ology and can also use individual patient-derived cells to model 
specific disease conditions. Such individualized approaches 
are highly relevant for personalized medicine. Intestines-on-
chips (IsOC) are not a new discovery, first described over a 
decade ago, but advances in chip manufacturing have lowered 
costs and improved versatility and accessibility.
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In silico models have the potential to complement data taken 
from in vitro experiments, performed both in standard mul-
tiwell plates and in microfluidic systems. There is particular 
utility for their application in pharmacokinetics (PK) and phar-
macodynamics (PD) studies where the role of the intestine in 
drug absorption is being increasingly appreciated.

This Progress Report aims to provide an overview of the com-
plexities associated with the physiology of the gastrointestinal 
tract (GIT) and then discuss the utility of the aforementioned 
model systems. Figure 1 presents a schematic representation of 
the classes of models to be discussed.

2. The Physiological and Pathological  
of the Gastrointestinal Tract

2.1. The Human Gut: Structure and Function

The human gut or GIT is a multiple organs system. Anatomi-
cally, it can be divided into the upper and lower GIT. The upper 
GIT comprises the mouth, esophagus, stomach, and intestines, 
while the lower GIT consists of the colon, rectum, and anus 
(Figure 1).

The GIT digests the food to extract nutrients necessary for 
our living. The mouth is the beginning of the GIT. After food 
is taken into the mouth, it is pushed down by the esophagus 
into the stomach via a wave-like contraction of muscles in the 
esophagus. The stomach lining secretes gastric acid and diges-
tive enzymes to break down the food further and digests it. The 
mixture of partially digested food with enzymes in the stomach 
is known as “chyme.” After this digestive process is complete, 
the chyme exits the stomach and enters the small intestine 
through the pyloric sphincter. The small intestine is a tube-like 
structure, which comprises three main segments: duodenum 
(first), jejunum (middle), and ileum (last). Enzymes and other 
excretions secreted by the gallbladder and pancreas enter the 
duodenum via the bile and pancreatic ducts. In the duodenum, 
foods are further broken down by digestive enzymes to extract 
nutrients (such as proteins, fats, and carbohydrates) and this 
is followed by intestinal absorption. The epithelial cells in 
the jejunum of the small intestine absorb nutrients into the 
bloodstream via a network of capillaries and lymphatic vessels. 
In contrast, absorption of water occurs in the large intestinal 
mucosa. Leftover products are then passed down from the 
small intestine into the colon through the ileocecal valve. The 
large intestine is responsible for solidification of the colonic 
contents into feces, storage, and expulsion. Additional organs 
that aid in the digestive process include the salivary glands, 
pancreas, liver, and gallbladder.

A schematic of the human gut is shown in Figure 2, illus-
trating the functional layers of the GIT including the outer 
serosa layer, the smooth muscle layers followed by the submu-
cosa layer and an inner absorptive mucosa.[8] The mucosa is the 
inner absorptive layer of the gut which composes of the muscu-
laris mucosae, lamina propria, and epithelium. Secretory and 
absorptive epithelial cells within the mucosal layer consist of 
pits called “crypts” that form a circle around and provide epi-
thelial cells to projecting out finger-like structures called “villi.” 
The jejunum portion of the small intestine is rich in villi, 

responsible for nutrient absorption. Next to the mucosa is the 
submucosal layer, which contains connective tissue, a network 
of capillaries, nerves, and lymphatics vessels. The contraction 
of the intestine is regulated by the longitudinal and circular 
layers smooth muscle cells, with intercalated enteric nerves 
regulating their contractions. During the digestive phase, these 
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smooth muscle layers generate coordinated patterns of contrac-
tility termed “peristalsis” and “segmentation.”

The epithelial cells are critical for the secretion and absorption 
of nutrients, electrolytes, and solutes, and the GIT is responsible 
for the excretion of large amounts of fluid every day. Depending 
on their location in the GIT, these epithelial cells differ consider-
ably in structure and function. The wall of small intestine is com-
posed by multiple cell types including polarized enterocytes (or 
intestinal absorptive cells) and other specialized epithelial cells 
such as enteroendocrine cells (EECs), goblet cells, and Paneth 
cells.[9] Enterocytes are the main cell type that makes up the intes-
tinal epithelium layer. They are columnar epithelial cells found in 
small intestine, performing specific digestion of polysaccharides 
and peptides by the enzymes expressed on their surface. Absorp-
tion of nutrients occurs via the microvilli that express on the 
surface of enterocytes. Microvilli protrude inward into the food 
contents and increase surface area for the transport of molecules 
and nutrients from the intestinal lumen into the bloodstream. 
Enterocyte functions depend on the polarity of the cells. Polarized 
enterocytes are also essential for establishing and maintaining the 
integrity of the gut epithelial barrier. Differing from enterocytes, 
EECs are widely distributed throughout the GIT mucosa. Their 
functions include secretion of endocrines factors, and regulation 
of food intake and metabolism.[10] These factors are important 

for controlling of gut function. In contrast, Paneth cells are 
responsible for the secretion of growth factors and antimicrobial 
peptides.[11] The intestinal epithelium consists of ≈4–16% of the 
goblet cells, scattering among other cells in the epithelium layer. 
These cells produce mucins, particularly MUC5B and MUC2, 
that form a mucus layer covering the epithelial cell layer.[12]

Together, the intestinal epithelium represents an essential 
barrier between the lumen and the intestinal mucosa. In addi-
tion to acting as a defensive barrier, the gut contains a host of 
immune cell types that regulate the immune functions of the 
GIT. Macrophages, dendritic cells, and regulatory T lympho-
cytes (Treg) are the major immune cell types found residing 
underneath the intestinal epithelial monolayer and spread 
into the mucosa lamina propria. These immune regulatory 
cells interact with intestinal epithelial cells via factors such as 
inflammatory cytokines and growth factors.[13] The complexity 
of the gut immune system has been touched upon in more 
detail in several recent topical reviews.[14]

2.2. Pathological Conditions of the Gut

Disorders of the gut are complex, and can impede the functions 
of the intestinal barrier and the mucosa. This can lead to serious 
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Figure 1. Illustration of the human gastrointestinal tract (GIT) showing the position of the duodenum, jejunum, and ileum, which together form 
the small intestine, and of the colon, also called the large intestine. Different model categories are represented, which can be used in either food or 
pharmaceutical studies. The image under in silico models is reproduced with permission.[152a] Copyright 2010, The Royal Society. The macro-models 
image was provided by Alba Tamargo and colleagues (Institute of Food Science Research (CIAL), Spain).[128b,129] The first in vitro micro-models image 
is reproduced with permission under the terms of the Creative Commons CC BY licence 4.0.[92] Copyright 2016, the Authors. Published by Springer 
Nature. The second image is reproduced with permission.[118] Copyright 2018, Elsevier.
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diseases of the gut such as IBD, Crohn’s disease, ulceration 
colitis, and gastroesophageal reflux disease (GERD). Even milder 
forms of these conditions can significantly affect quality of life.

Inflammation represents an underlying pathology common 
to many conditions affecting the small intestine and has sub-
stantial effects on intestinal barrier function. As discussed 
above, the absorption and transport of nutrients are regulated 
by the intestinal epithelium. Inflammation is an immunolog-
ical process that occurs when intestinal tissues are damaged. 
The bacteria and regulatory immune cells in the intestine are 
important for immunological functions.[15] Events such as 
imbalanced bacterial colonization and uncontrolled activation 
of the immune system can contribute to the onset intestinal 
inflammatory disease and the development of IBD.

A large number of microorganisms of different species 
(including bacteria, viruses, fungi, and protozoa) are present 
in the human GIT, known as gut microbiota. Approximately 
1 × 1014 microorganisms exist in the human gut, with most 
being bacteria.[16] Growing evidence suggests that the gut 
microbiota and its composition dynamics play a critical role in 
regulating the physiology and function of the GIT, as well as 
contribute to gut disorders.[17] For instance, alterations in the 
gut microbiota populations have been associated with IBD and 
irritable bowel syndrome (IBS).[18]

2.3. Effects of Diet on Gut Health

Interactions between diet and the colonizing micro-
biota can impact on gut epithelial integrity and intestinal 
homeostasis.[17,19] For instance, consumption of diets rich in 
fats and sugars can change the gut microbiota composition and 
increase intestinal inflammation,[20] resulting in interruption of 
the gut permeability and increased levels of proinflammatory 
cytokines. In the intestine, controlled inflammation is regu-
lated by the regulatory immune cells, particularly macrophages, 
Treg, and dendritic cells. These cells maintain the intestinal 
homeostasis by sensing and suppressing uncontrolled immune 
response from the microbiota-derived or dietary antigens.[21] 
Changes in microbiota composition can also change the 
intestinal immune responses by reducing the metabolism of 
short-chain fatty acids (SCFAs).[22] An imbalance in the micro-
biota has also been associated with the development of intes-
tinal infections.[23] Thus, it is clear that factors such as diet, 

microbiota, and the immune system can have an impact on the 
development of IBD and degree of intestinal inflammation.[24]

Changes in microbiota potentially causative of IBD have also 
been associated with modifications in food consumption, par-
ticularly increased intake of fatty acids, animal proteins, and 
“fast foods.”[14a] In contrast, a Mediterranean diet, including 
vegetables, fruit, olive oil, cereals, and fish, has been reported 
to reduce the risk of IBD.[14a] Moreover, malnutrition and defi-
ciencies in micronutrients have been described in patients 
with IBD[25] and chronic intestinal disorders, respectively.[26] 
Additional factors such as genetic, environmental, microbiota 
disequilibrium, and immune dysregulation also contribute 
to the development of IBD.[27] Although challenging, under-
standing the roles and mechanisms of intestinal microbiota, 
food composition, intestinal mucosal immunity, and environ-
mental factors in preserving gut health may provide funda-
mental insight into the development of future foods for health.

3. In Vivo Animal Models

Animal models have many advantages over doubled-blind ran-
domized clinical trials (RCTs) for assessing the impact of diet 
and pharmaceutical products for gut conditions. While human 
clinical trials are highly translational in terms of public health 
policy changes, there are many challenges regarding their con-
duct. These include ethical issues, designing and managing 
studies, high dropout rates, designing appropriate baseline 
nutritional status, and control groups, as well as effective 
blinding of investigators and participants.[28] Moreover, factors 
such as investing the direct effects of foods and insights into 
mechanisms have been restricted in human studies.

In this regards, animal models have been developed to study 
the impacts of food, active compounds, and drugs on their 
digestion, absorption as well as acute and chronic intestinal 
inflammation diseases. Table 1 outlines these model systems 
and summarizes their relative advantages and limitations.

Rodent (mouse and rat) models have been used extensively 
to study intestinal injury and disease.[29] Chemicals such as 
dextran sodium sulfate (DSS) and trinitrobenzene sulfonic 
acid (TNBS) used to incite acute inflammation are used in both 
mouse and rat models.[30] Rodent models can also be geneti-
cally modified to study the role of individual genes on gastroin-
testinal conditions.

Immunologically compromised mouse models have been 
extensively employed to study the immune responses during 
intestinal damaged or infection. Models can feature genetic 
deletion of immune factors or changes that activate proteins 
involved in pathogen recognition necessary to trigger both 
innate and adaptive immune responses. Common knockout 
genes used in mouse models associated with adaptive immune 
responses are interleukin 10 (IL-10), interleukin-23 receptor 
(IL-23 R), cluster of differentiation 4 (CD4+), cluster of differen-
tiation 25 (CD25+), transforming growth factor beta 1 (TGF-β1),  
recombinant activating genes (RAGs),  interleukin 2 (IL-2),  
signal transducer and activator of transcription 3 (STAT3), 
nuclear factor kappa-light-chain-enhancer of activated B cells  
(NFκB);[31] innate immune responses are nucleotide-binding oli-
gomerization domain-containing protein 2 (NOD2/CARD15), 

Adv. Healthcare Mater. 2019, 8, 1900968

Figure 2. The structure of human intestine. This consists of multiple func-
tional layers including mucosa, submucosa, muscularis propria (longitu-
dinal and circular smooth muscle cell layers), and the outer serosa layers.
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adenomatous polyposis coli (APCmin/+), toll-like receptor 
(TLR);[31b,c] both adaptive and innate immune responses are 
autophagy related 16 like 1 (ATG16L1), tumor necrosis factor 
alpha (TNF-α), mucin 2 (MUC2), Interferon gamma (IFN-γ), 
myeloid differentiation primary response 88 (MyD88).[29a,31a,b]  
Mice are viewed as favorable models due to their relatively 
similar intestinal development, immune responses, and genetic 
elements compared to humans.[32]

In comparison, rats have the advantage of being larger; 
hence, more substantive tissue samples can be harvested. Rat 
models are often used in nutritional studies such as the influ-
ence of fiber-rich diets on intestinal microbial community.[33] 
Rats can also be genetically modified to model gut disease. 
For instance, HLA-B27 rat strain colitis has been broadly used 
for modeling of gut diseases associated with inflammation.[34] 
Biological incitant Campylobacter jejuni has also been used to 
establish rat model of acute inflammation.[35]

Large animal models (e.g., pig, dog, and nonhuman primate 
(NHP)) have also been used to investigate intestinal inflamma-
tion diseases, microbial communities, and diets. In comparison 
to small animal models, the GIT of large animals exhibits many 
features (such as genome, microbiome, and anatomy) that are 
comparable to the human GIT. This facilitates the investigation 
of the diet, microbial communities, and intestinal health. Pigs 
are prodigious eaters and have been employed to study inflam-
mation, immune responses microbiomes, nutrition, as well as 
the mechanisms involved in the acute and chronic intestinal 

injury.[36] Anatomically, the porcine intestine and stomach 
are similar to those of the human.[37] Microbial fermentation, 
nutrient, and water absorption in the porcine intestine are also 
comparable to the human intestine.[36c,37b]

Recent studies have shown that the dogs have microbiome 
gene content and in response to a diet comparable to human 
microbiome than other species such as mice and pigs.[38] Canine 
models have been used to identify biomarkers of IBD as they 
develop IBD and exhibit similar dysfunctional genes to patients 
with Crohn’s disease.[39] NHPs have a high degree of genetic 
similarity to the human intestine, representing the most com-
parable model to human. Despite the similarities mentioned 
above, the gut microbiomes from nonhuman primates have 
been shown to differ from human microbiomes in response to 
western diets.[40] Nevertheless, large animal studies are associ-
ated with high costs, maintenance, and ethical challenges.[41]

4. In Vitro Cell Culture Models

Numerous standardized in vitro cells models have been devel-
oped for the preliminary investigations of toxicity, permeability, 
absorption, and effect of food and drugs. Ideally, such studies 
can provide data that guide subsequent animal and clinical 
trials. The human small intestine is characterized by a remark-
able morphological complexity starting with the typical finger-
like structure of the villi, which maximizes the surface available 
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Table 1. Summary of common animal models for intestinal studies.

Species Body size Intestinal length and weight Application in research Advantages and limitations Ref.

Mouse 40–45 g 33–40 cm

1.2 g

Inflammatory and immune responses

Inflammatory bowel disease (IBD) studies

Gut microbiomes and diet studies

Relatively low cost and easy to maintain

Rapid production rate

Easy to create transgenic models

Small sample size

Differences in pathophysiological  

and clinical signs of diseases

Technically difficult for surgical techniques  

due to the small size

Genome: ≈14% smaller than humans

[32,42]

Rat 140–500 g 105–115 cm

6–7 g

Inflammatory and immune responses

Nutritional studies

Drug absorption and metabolism

Microbiome studies

Relatively low cost and easy to maintain

Rapid production rate

More tissue samples can be harvested  

as compared to mouse

Differences in pathophysiological and  

clinical signs of diseases

[33,43]

Pig 200–300 kg 15–22 m

2310 g

Bioavailability and absorption of nutrient

Intestinal transporters and enzymes

Gut microbiota and inflammatory responses

Microbiota studies

Comparable microbiome

Genome: ≈7% smaller than humans

Exhibit pathophysiological and clinical  

signs of diseases

High cost and maintenance

Difficult to manage and handling

[37b,44]

Dog 10–15 kg 283 cm

263 g

Gut microbes and gut–brain–axis studies

Drug absorption and metabolism

High cost and maintenance

Comparable microbiome gene content  

and in response to diet

Difficult to manage and handling

[38,45]

Nonhuman 

primate

5–8 kg 40–64 g Gut microbiomes and diet studies

Drug absorption and metabolism

Genetic close to human

Responses of microbes to diet different  

compared to human

High cost and maintenance

Ethical challenges

[40,46]
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for nutrient absorption. At the apical position of such struc-
tures, the intestinal enterocytes are enveloped with additional 
microvilli, organized in the so-called brush borders. Further-
more, the lumen is organized with different layers of mucosa 
and a suite of cellular elements including goblet cells, Paneth 
cells, stem cells, and Peyer’s patches.[47] It is thus difficult to 
imagine an in vitro model able to perfectly recapitulate such a 
complex organization of layers, cells and tissues.

The majority of cell models are more simplistic monoculture 
systems and are based on epithelial intestinal cell lines. These 
can differ in terms of their molecular and cellular features, as 
illustrated in Table 2.

The most commonly used cell line is the cancer coli-2, or 
simply known as Caco-2. This cell line was first derived by 
Fogh et al. in the late 1970s from a 72 years old Caucasian male 
with colorectal carcinoma.[54] Caco-2 cells naturally differentiate 
into monolayers of cells with similar properties to those of the 
human enterocytes, with tight junctions and the typical finger-
like structure of the villi. This makes this cell line suitable for 
representing the intestinal epithelium in vitro.[55] Differentia-
tion takes place in usually 14–21 days, after a confluent mon-
olayer is formed. Despite the long time needed in culturing 
and maintaining this cell line, Caco-2 cells are still used in 
food science and medical studies as the absorption properties 
of these cells correlate well with in vivo data.[55,56] Caco-2 can 
be cultured and grown on permeable membranes (i.e., Tran-
swell) enabling migration and signaling by secreted factors to 
be assessed. These cells can also be used in toxicity studies,[57] 
and to study the effects of food and microbiota.[58] Notably, 
there are various clones of this cell line commercially available. 
Among these, the Caco-2 clones C2BBE were later established 
by Peterson and Mooseker,[59] and improved the in vitro organi-
zation of the brush border. Hence, this model is more homo-
geneous, with villin protein localized consistently in an apical 
position in contrast to the heterogeneous parental cell line.

HT29 cells are derived from an adenocarcinoma of a 44 years 
old Caucasian female, and often used to model the human 
intestine. As with the Caco-2 line, HT29 cells show enterocyte-
like behavior and morphology, but require inducers or specific 
culture conditions to induce this differentiation, which can take 
up to a month. An advantage of using this cell line is that the 
cells can spontaneously produce mucin, a key component in 
the in vivo conditions.[60] The differentiation to mucin-secreting 
cells is induced with methotrexate and referred to as HT29-
MTX. This cell line expresses a high concentration of Mucin-2.

Caco-2 and HT29-MTX cells are often co-cultured to take 
advantage of the features of both cell lines.[61] The co-culture 
ratio often used is 90% of Caco-2 and 10% of HT29-MTX, but 

other studies have been conducted at other physiological ratios, 
such as 75% of Caco-2 and 25% of HT29-MTX.[61] Other studies 
have explored the potential of employing additional cell lines, 
such as Raji B.[62] The goal of such endeavors is to optimize the 
mucin layer, which has a significant effect even in promoting 
bacterial adhesion to the epithelium in vitro.[63] Whether  
co-culturing methods will be superior to using crude mucin 
is debatable,[63b] and may depend on the bacterial strain being 
tested.

LS174T is an alternate adenocarcinoma-derived cell line, and 
has also been used to model the human intestine. One of the 
main differences between intestinal cancer-derived cell lines is 
the production of different types of mucins at different concentra-
tions. The goblet-like LS174T cells are reported to express higher 
amounts of MUC2 if compared with other epithelial cells.[48,49]

The IPEC-J2 is a nonhuman cell line derived from the small 
porcine intestine.[64] The IPEC-J2 enterocytes spontaneously 
polarize in around 14 days, and the cell line is often preferred 
for its noncarcinogenic origin and it shows high values of tran-
sepithelial electrical resistance (TEER), even higher than the 
TEER measured in vivo.[65]

Finally, the Madin–Darby canine kidney (MDCK) cells are a 
nonintestinal cell line derived from kidney tubules, and used 
to study cell permeability and infection.[66] MDCK cells can 
polarize into a confluent monolayer forming tight junctions, 
and differentiate rapidly (between 3 and 6 days).[67] However, 
the relevance of this line has been called into question by a 
study showing that the basolateral transport of the MDCK cell 
line is different from that of Caco-2 cells, and more importantly, 
the permeability values found in this study do not adequately 
represent absorption in humans.[68]

The use of intestinal stem cells has been more recently 
explored in the development of intestinal organoids and cell 
structures which are able to recapitulate their 3D organization 
naturally occurring in vivo.[69] However, when culturing orga-
noids, the use of an extracellular matrix (e.g., Matrigel or col-
lagen) is fundamental for their adhesion and growth. Because 
of the variation in composition of the different matrices, 
which are also animal derived, more research has been done 
in this area for the development of new matrices which might 
be later standardized for specific applications. Lutolf and 
co-workers[70] have designed ad hoc matrices for intestinal 
stem cells and organoids culture, showing that the stiffness of 
the matrix has a relevant impact on cell signaling and growth. 
Furthermore, their matrix was validated for mouse-derived 
intestinal crypts as well as human small intestine- and colo-
rectal cancer-derived cells, highlighting the adaptability of 
their application.

Adv. Healthcare Mater. 2019, 8, 1900968

Table 2. Cell lines most commonly used to represent the intestinal epithelium and their characteristics.

Cell line Origin Prevalent mucin Brush border microvilli Days to polarization

CACO-2 Human colon Muc5AC[48] Muc3[49] ✓ 14–21

HT29 Human colon Muc5AC[48] ✓ 30

HT29-MTX Human colon Muc5AC[48] Shorter than Caco-2[50] >21

LS174T Human colon Muc2[48,49] Muc3[51] Fewer if compared with Caco-2[48] –

IPEC-J2 Porcine small intestine Muc1, Muc3[52] ✓ 7–14

MDCK Canine Kidney Muc1[53] ✓ –
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5. Microfluidic In Vitro Systems: the IsOC

Over the last decade, microfluidic systems, known as organs on 
chips, have emerged as cost-effective high-throughput systems 
for in vitro modeling of the GIT. The body-on-chip concept 
can be traced back to early 2000, when cell culture analogous 
microdevices gained more consideration as alternative testing 
tools.[71] With microfluidics, cells are cultured in engineered 
micrometer-sized chambers, constantly perfused with the 
required nutrients. The capacity to introduce constant fluid 
flow and to operate with lower cell numbers makes them supe-
rior to many static in vitro systems. The presence of continuous 
fluid flow has been proven to be beneficial to cell lines cultured 
in microfluidic IsOC devices. Cells cultured under these condi-
tions polarize faster than on static multiwell plates and express 
higher amounts of specific proteins such as mucin. The use 
of continuous flow can mimic dynamic actions of bodily fluids 
in terms of mechanism and forces (e.g., blood flow, peristalsis, 
and shear stress). Additionally, customizability of microfluidic 
devices allows for more specific representations of cross-talk 
between various defined cell lineages. The addition of cham-
bers and channels of different sizes enables a more mean-
ingful downscaling of the phenomena of interest, taking into 
consideration features such as proportions between different 
organs or the ratio between different types of cells. In contrast, 
the studies on standardized multiwell plates are limited to the 
space made available in the commercialized devices. Micro-
fluidic systems hold significant potential for drug development 
and high-throughput screening. Currently, producing and 
validating a novel pharmaceutical has been reported to average 
10–15 years and 2.6B dollars.[72] A component of these costs is 
drug failures due to safety and efficacy issues, which can be 
expensive at latter stages of development.[73] Microfluidics ena-
bles testing in human cells to identify safety and efficacy issues 
undetectable by preclinical animal models. Indeed, animal 
models are not flawless; BIA 10–2474, the fatty acid amide 
hydrolase inhibitor, led to fatalities and severe adverse events in 
a clinical trial, despite earlier animal tests.[74]

Microfluidic devices are fabricated with standard soft lithog-
raphy techniques that enable high precision. Briefly, a silicon 
wafer is used as a substrate, and it is coated with photoresist 
for the later exposure and the final development of the desired 
design. Polydimethylsiloxane (PDMS), or more recently alter-
native compounds,[75] is cast onto the fabricated silicon mold. 
Designs can be produced as small as a few micrometers and 
tailored to different cell systems. Once a system is established, 
conditions such as cellular shear stress can be modulated by 
altering the flow rates of the media continuously perfusing 
these chambers. This has particular relevance to modeling the 
human intestine, where peristaltic motility and fluidic shear 
play an important role on the epithelium and this organ’s trans-
port and absorption dynamics.

A seminal 2008 study published by Kimura et al. described 
a multichannel microfluidic system (Figure 3A–D) for intes-
tinal tissue modeling, i.e., an Intestine-on-chip (IOC).[76] They 
reported the use of Caco-2 cells, and in the case of intestinal 
cell cultures, the modulation of the flow rate could promote 
cellular polarization in a time more rapid than static multiwell 
plates.

5.1. Food and Drugs Studies

Sophisticated models are required to study absorption, distribu-
tion, metabolism, and excretion (ADME) of active compounds 
or drugs in the human digestion system. Organs-on-chips 
facilitate study of each ADME step individually and offer 
detailed characterization of compound behavior. Microfluidic 
devices for PK and PD models have also been developed.[71a,77] 
Mathematical models have been generated for PK and PD 
prediction. For instance, modeling of the anticancer drug 
5-fluorouracil yielded toxicity dynamics subsequently validated 
through microfluidics.[77b] PK–PD studies are important for 
high-throughput drug screening, as illustrated by tests for the 
anticancer activity of lutein.[78]

The Caco-2 model of IsOC has been extensively used to 
assess the permeability of the cellular monolayer.[75,79] This 
allows insight into how drugs may disrupt the tight junctions 
of the cell monolayer. IsOC and organs-on-chips are able to 
appraise the toxicity and drug efficacy rapidly, and can also 
examine transport using Transwell style inserts. The lower 
consumption of reagents and more conservative use of cells 
can reduce culture requirements by up to 80% compared to 
commercial inserts.[80] For food-related studies, a platform 
called “NutriChip” (Figure 3E–G) has been used to measure 
the immunomodulatory properties of dairy products.[81] Com-
pared to other IsOC models, they incorporate fluorescent 
outputs enabling the in situ detection of cytokines released 
by macrophages. This system also had utility in measuring 
calcium transport through the epithelial layer, using Caco-2 
cells.[82] Other studies have used microfluidic IsOC systems 
to analyze transport of lipophilic dioxin,[79a] the flavonoid 
apigenin,[83] and soy isoflavone.[84] Finally, IsOC systems have 
been shown to mimic gut injuries from viral infections[85] or 
from γ-radiation,[86] with Caco-2 cells losing their villi mor-
phology and barrier function. Co-cultures with other cells 
such as the mucus-producing HT29-MTX,[87] or the U937 for 
inflammation-related studies,[88] and the use of human-derived 
organoids[86,89] have further improved these IsOC platforms. In 
the case of the mucus-producing HT29-MTX, these goblet-like 
cells are used to mimic the mucus layer naturally present in our 
gut. The inclusion of a mucus layer in in vitro models is highly 
relevant in permeability and barrier integrity studies as the 
model results better reflect in vivo conditions. The use of gut 
organoids has also been implemented in IsOC. Derived from 
biopsy samples or pluripotent stem cells, organoids are seen 
as a more meaningful representation in terms of genetic back-
ground if compared with the carcinoma-derived cell lines. In 
fact, they can be derived from healthy subjects as well as from 
individuals affected by the most diverse conditions, allowing 
the studies in vitro to be patient specific.[90] Furthermore, it has 
been shown how confluent monolayers of gut organoids can be 
cultured for up to 2 weeks[89] and polarized inside IsOC under 
microfluidic flow.

5.2. IsOC for Host–Microbiota Co-Cultures

In vitro modeling of the gut microbiota can prove challenging. 
The human intestine has a rich diversity of microorganisms, 

Adv. Healthcare Mater. 2019, 8, 1900968
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with microbes contributing to digestion in both small and large 
intestines. Static in vitro multiwell plate systems are limited 
in their capacity to incorporate microorganisms, and animal 
models can differ in terms of gut microbiota and the function-
ality of this flora.[4a] IsOC systems, in contrast, can be used to 
model interactions between microbiota and human intestinal 
cells.

Lactobacillus rhamnosus (LGG), isolated from the human 
intestine, was successfully co-cultured with Caco-2 cells inside 
an intestine-on-a-chip device.[91] Co-culture was shown to 
improve the barrier function of the intestinal cells. Wilmes and 
co-workers improved upon this work with their human–microbe 
device, “HuMix.”[92] Again, L. rhamnosus was co-cultured with 
Caco-2 cells, this time in anaerobic conditions more analogous 
to the human intestine. The obligate Bacteroides caccae was also 
cultured in one of the chambers of the “HuMix” (Figure 4A–D).  
Transcriptomic and immunological analyses based on the 
culture of Caco-2 cells with either solely Lactobacillus or 
Lactobacillus and B. caccae together showed different responses 

and genes expression in Caco-2, comparable to other in vivo 
studies in humans and piglets.[92] Hence, this study underscores 
the importance of host–bacterial cross-talk on host–cell function.

A subsequent study on co-cultured Caco-2 cells with 
VSL#3 formula containing eight strains of lyophilized probi-
otic bacteria (Lactobacillus bulcaricus, Lactobacillus acidophilus, 
Lactobacillus paracasei, and Lactobacillus plantarum; Bifidobac-
terium infantis, Bifidobacterium longum, and Bifidobacterium 
breve; and the Streptococcus thermophiles).[93] Integrating the 
microbiota on-chip showed how the probiotics increased the 
host cellular differentiation and were beneficial when mod-
eling infection by introducing the pathogen Escherichia coli. 
The enterovirus coxsackievirus B1 was also used to replicate an 
infection-on-chip showing that Caco-2 cells lost their finger-
like morphology and protective functionality.[85] More recently, 
the same IOC device was used for recreating a more complex 
environment including aerobic and anaerobic microbiota co-
cultured with Caco-2 and intestinal microvascular endothelial 
cells.[94] Bacteroides fragilis, an obligate anaerobe bacterium, 
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Figure 3. Microfluidic Intestines-on-chips (IsOC). A) Photo of one of the first IsOC platforms by Kimura[76] featuring an on-chip micropump and the 
integration of optical microfibers for the quantification of fluorescent molecules on-chip. B) Schematic of the chip showing the two chambers sepa-
rated by a semipermeable membrane on top of which epithelial cells are cultured. (C) and (D) show Caco-2 cells at day 1 and at day 21 post-seeding 
respectively, highlighting that the cell monolayer can be cultured for prolonged duration. (A–D) Adapted with permission.[76] Copyright 2008, The Royal 
Society of Chemistry. E) Illustration of the “NutriChip”[81a] setup showing the apical and basolateral chambers separated by a porous membrane. In 
red is shown a zoom of the micro-fabricated perfusion channels featured in the apical chamber; F) Photograph of the same IOC setup for the study of 
immuno-modulatory effects of dairy products. G) A fluorescent picture of Toll-like Receptor 2 expressed in Caco-2 cells after induction of inflammation 
with lipopolysaccharide (LPS). (E–G) Adapted with permission.[81a] Copyright 2013, The Royal Society of Chemistry.
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was grown in the chip for more than 3 days in co-culture with 
the cells. The anaerobic conditions were recreated in this chip, 
and oxygen concentration levels were monitored via sensor 
integration. The co-culture was also possible thanks to the cells 
developing a mucin layer; this was fundamental for bacteria 
adhesion and it is possibly one of the reasons why cell-micro-
biota cultures can be performed on-chip for longer times. 
Testing of different microbiota compositions from human fece 
samples was also performed on this chip, and it was confirmed 
that Bacteroidetes and Firmicutes, as well as other obligate spe-
cies, were more abundant under anaerobic conditions, proving 
the importance of a good oxygen control. Furthermore, pri-
mary intestinal epithelial cells from biopsies were also cul-
tures in lieu of Caco-2 cells to explore whether more complex 
cell lines could be used in co-culture with microbiota isolated 
from adults and infants’ fece samples. Aside from a variation 
in bacteria abundancy being prevalent in the adult samples as 
predicted, in both cases, microbiota primary cell co-cultures 
were maintained inside the IOC for at least 5 days under 
microfluidics conditions.

5.3. Emerging Developments in IsOC

Online monitoring devices can be integrated with sensors for 
real-time control of microfluidic systems and measurement 
of cellular parameters. The integration of micropumps within 
the same device allows for simpler setups, avoiding the use 
of external pumps (Figure 3A).[76] In the case of the IsOC, it 
is important to develop a peristalsis-like flow to closely mimic 
in vivo conditions. Ingber’s team has developed a proprietary 
microfluidic intestine device (Figure 4E–H), named the 
“Gut Chip” (Emulate, Inc.) that uses lateral vacuum chambers 
connected to a controller to regulate the suction force.[91,93–95] 
This further reduced the time to polarization of Caco-2 cells 
to 5–7 days. More recently, MIMETAS B.V. (The Netherlands) 
has proposed a unique IOC called “OrganoPlate” (Figure 5A–C) 
that enables culturing of epithelial cells inside a tubular-shaped 
channel. The OrganoPlate does not require the use of artificial 
membranes employed in other IsOC or in Transwell inserts. 
In this device, a rocking system is also used to ensure efficient 
media exchange within the microfluidic chambers.[96] In terms 
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Figure 4. Microfluidic Intestines-on-chips (IsOC). A) The “HuMix”[92] for the study of Human Microbial Crosstalk. Photo of the device and (B) sche-
matic representation of the setup with two membranes used for epithelial Caco-2 cells and bacteria; (C) immunofluorescence image of Caco-2 
cells co-cultured for 24 h with Lactobacillus rhamnosus (LGG) (nuclei stained in blue, and occludin in green); (D) live-dead staining of LGG post-24 
hours co-culture showing in green the viable LGG. (A–D) Adapted with permission under the terms of the Creative Commons CC BY licence 4.0.[92] 
Copyright 2016, the Authors. Published by Springer Nature. E) The “Gut Chip”[91] platform by Ingber and others (Emulate Inc.) showing the two vacuum 
chambers used to apply cyclic strain to the epithelial cells; (F) schematic of the chip functioning and (G) phase contrast images of Caco-2 cells showing 
variation in their morphology before and after applying cyclic strain; (H) confocal image of the cells showing the typical intestinal villi morphology; 
the cells were stained after around 7 days in the microfluidic chip for nuclei (blue), F-actin (green), Mucin-2 (red). (E–H) Adapted with permission.[91] 
Copyright 2012, The Royal Society of Chemistry.
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of measurement, IsOC can be integrated with optical fiber sys-
tems for gauging pharmacokinetic parameters with real-time 
online fluorescence,[76,81a] or with sensors for the measuring 
dissolved oxygen.[76,92,94] In the “Nutrichip,” a complemen-
tary metal oxide sensor (CMOS), was also used for a real-
time measure of fluorescence detection of cytokines.[81] When  
culturing epithelial cells, measures of the TEER are used to 
assess the quality of the cellular tight junctions. This can be 
done under dynamic conditions on-chip by coupling the chip 
with special versions of electrodes.[91–93] The direction of the 
flow can influence cellular shear stress and nutrient renewal, 
with the majority of IsOC using a horizontal directionality of 
flow. However, a recent publication has described the use of 
perpendicular flow; centrifugal force was used to seed intestinal 
cells in a disk-shaped microfluidic chip with the aim of repro-
ducing the tubular-like morphology of the native intestine. This 
system yielded increased expression of proteins such as villin 
and mucin.[97]

An exciting advancement is the combination of multiple 
organ-on-chip systems connected on the microscale. Yoshimura 

and co-workers have developed a micrototal bioassay with 
integrated small intestine and liver on-chip for a study of 
intestinal absorption and liver metabolism of various anti-
cancer substances.[84] The cross-talk between different organs 
can greatly inform ADME studies. Inflammatory[98] and drug 
toxicity[99] studies have been developed on gut–liver chips to 
investigate the cross-talk between liver and gut (Figure 5D–G).  
The same gut–liver system by Maschmeyer et al. (TissUse 
GmbH, Germany and MatTek Corporation, USA)[99] uses a 
skin–liver circuit for parallel studies of drug administration. 
The shape of the channels (Figure 5E) is designed to reduce 
specific shear stress values to avoid damaging the tissues sam-
ples. In their “MultiOrgan Chip” system, the co-cultures are 
intended to reproduce in vivo organs at the smallest accept-
able scale of 1/100 000. Primary intestinal epithelial cells are 
obtained from a biopsy of a healthy human small intestine and 
cultured in this gut-on-a-chip to establish an in vitro model 
of the intestinal barrier. In a study to experimentally validate 
the model, intestinal cells showed expression of the trans-
porters multidrug resistance–associated protein 2 (MRP-2), 
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Figure 5. A–C) “OrganoPlate” by MIMETAS B.V.[96] An image of their plate with 40 cell culture microfluidic structures in a 384 well-plate type; schematic 
of each chip with 3-lanes; immunofluorescence images of Caco-2 cells inside the tubular channel, z-stack and max projection, with staining done for 
Zonola Occludens ZO-1 (red), and Ezrin (green) (scale bar 100 µm). (A–C) Adapted with permission under the terms of the Creative Commons CC BY 
licence 4.0.[96] Copyright 2017, the Authors. Published by Springer Nature. D–G) “Multi-Organ Chip” by TissUse GmbH and MatTek Corporation.[99] 
D) Schematic of the device showing the compartments used for the liver–intestine culture and (E) re-drawn circuits for the co-culture in parallel of 
the skin–liver and liver–intestine systems which use micropumps on-chip; the arrows indicate the flow direction. F,G) Immunofluorescence images 
of intestinal tissues showing expression of (F) MRP-2 (red), (G) NaK-ATPase (red) and cytokeratin 8/18 (green). Nuclei staining is shown in blue in 
both pictures. (D–G) Adapted with permission.[99] Copyright 2015, Elsevier. H,I) The “Four Organs-chip” by TissUse GmbH. (H) shows the set-up 
with the four organs-chip numbered in order (1) intestine, (2) liver, (3) skin, (4) kidney. (I) shows immunofluorescence staining of the intestinal tissue 
after 28 days where nuclei are stained in blue and cytokeratin Ctk 19 is shown in red. (H,I) Adapted with permission.[100]  Copyright 2015, The Royal 
Society of Chemistry.
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and sodium–potassium pump NaK-ATPase after 14 days in 
microfluidic co-culture (Figure 5F,G). A similar chip concept 
by TissUse GmbH was adopted in an emerging commercial 
system that enables the co-culture of up to four different organs 
on chip.[100] Figure 5H shows the setup for the four organs 
system where intestine, liver, kidney, and skin are numbered in 
order. The system is able to recapitulate the more complex villi 
architecture (Figure 5I) over 28 days of microfluidic co-culture.

Despite their numerous benefits, the capacity of IsOC to rep-
resent the complex interactions between human organs remains 
incomplete. Further advancement needs to be made in terms of 
recapitulating both healthy and diseased tissues. This may be 
further promoted by materials’ development, such as finding 
substitutes for PDMS.[101] While PDMS is clear, flexible, heat 
resistant, and enables gas exchange, it can absorb hydrophobic 
substances and can interact with polar compounds.[102] The latter 
drawback is critical for PK–PD studies. Alternatively, solutions 
have been proposed in terms of PDMS functionalization.[103]

The various IsOC models that have been discussed have con-
trasting advantages and disadvantages such that no individual 
device is clearly superior to all applications. There is an intrinsic 
trade-off between complexity and biological relevance such that 
those devices that most accurately replicate the fluid flow, cell 
types, and cell–cell interactions can be the most challenging to 
produce and utilize. As an example, the NutriChip[81] is a pow-
erful “food-testing” platform, but the complexity of the device, 
involving the use of a complementary sensor for the analysis, 
might limit its use as a commercialized platform. In contrast, 
the “HuMix”[92] appears easier to assemble, with larger dimen-
sion that would allow for straightforward integration of other 
sensors (e.g., optode and a TEER probe). The “Gut Chip”[91] is 
perhaps the most broadly applicable device that is highly adapt-
able to multiple study designs, but its small dimensions and use 
of a vacuum controller may be challenging for those unfamiliar 
with microfluidics. This can be juxtaposed with the “Organo-
Plate” by MIMETAS[96] or the “Multi-Organ Chip” by TissUse 
GmbH,[99,100] which adopt more of a “plug and play” approach 
that may facilitate their use as a standardized platform.

As IsOC are still in a phase of innovation and elaboration, 
there are no standardized systems that are used across labora-
tories. This can make it challenging for microfluidic IsOC and 
organs-on-chips to be accepted as robust research tools. However, 
this acceptance is likely forthcoming as companies with patented 
IsOC platforms seek to establish these systems (e.g., MIMETAS 
B.V., The Netherlands; Insphero, Switzerland; Emulate Inc., USA; 
TissUse GmbH, Germany; and CN Bio Innovations Ltd., UK). 
In 2017, the Food and Drug Administration (FDA) signed agree-
ments with both Emulate, Inc. and CN Bio Innovation allowing 
their IsOC and organs-on-chips platforms for toxicity studies. In 
2018, Roche signed a cooperative agreement for using TissUse’s 
platforms in vitro assays as did AstraZeneca and Emulate Inc. 
NASA has, in collaboration with NIH (NCATS), commenced stud-
ying the effects of microgravity through these multiorgan systems.

6. Bioengineered 3D Models of the Small Intestine

Bioengineering of complex 3D systems allows for superior mod-
eling of the anatomical and physiological conditions associated 

with the gut. In the simplest instance, organoids derived from 
intestinal epithelial stem cells address some of the main short-
comings of the 2D monolayer and the microfluidic models. The 
inward epithelial orientation renders their apical surface inac-
cessible, which is a limitation when modeling native intestinal 
tissues. The geometrical patterning of the epithelial lining in 
epithelial organoids greatly differs from that physiological intes-
tines; in that, the villus structures are lacking.[104] To imitate the 
geometry of intestinal villi and crypts, nonbiological materials 
can be constructed into villous-like projections on which epithe-
lial cells will be seeded.

Chen et al. described an approach where fabricated hollow 
lumen structures are made of silk proteins with an internal 
spiral pattern.[5] Myofibroblasts are dispersed into the porous 
silk scaffold on which Caco-2 and HT29-MTX epithelial cells 
were seeded. The 3D architecture of this model resulted in 
favorable orientation of epithelium monolayers, established an 
oxygen gradient, and generated both aerophilic and anaerobic 
microenvironments. More realistic geometries could be devel-
oped by combining multiple fabrication techniques. Arrays of 
sub-millimeter long (≈400–500 µm) villous-like features with a 
tip diameter of ≈50–100 µm were fabricated following a multi-
step, multitechnique fabrication procedure. The negative mold 
was first developed using laser ablation or micromilling on a 
plastic substrate, followed by casting the PDMS-based mold. 
The PDMS mold was then used as the negative mold for the 
second scarifying mold that can be easily dissolved (e.g., ioni-
cally cross-linked alginate and agarose).[105] This scarifying mold 
was then used for casting the final 3D construct which can be 
made of hydrogels such as collagen, gelatin, hyaluronic acid, 
poly(ethylene glycol diacrylate) (PEGDA), or thermoplastics 
such as poly(lactic-co-glycolic acid) (PLGA) and poly(ethylene-
co-vinyl acetate) (PEVAc) (Figure 6A).[105,106] To facilitate the 
transport of nutrients and encourage cell growth, the matrix 
requires a porous or fibrous microstructure. In the case of 
hydrogels, pores are introduced via lyophilization. For thermo-
plastic-based scaffolds, the porous structure can be developed 
by incorporating scarifying particles into the material prior 
to the final stage of molding followed by their removal with a 
solvent. These 3D scaffolds are then used for co-culturing of 
epithelial cell types and select bacteria populations such as 
Salmonella, Pseudomonas, Lactobacillus, and E. coli.[106c]

The complex topography of intestine can also be fabricated 
by 3D bioprinting,[107] which considerably reduces the number 
of processing steps and enables upscaling of the model. In this 
approach, printable inks based on soft hydrogels are extruded 
through a nozzle following the computer-aided design (CAD) 
of the intended construct. Various synthetic and natural 
hydrogel systems have been used for gel printing.[108] These 
include PEG dimethacrylate (PEGDMA),[109] gelatin meth-
acrylate (GelMA),[110] Lutrol,[111] gelatin,[112] gelatin/chitosan,[113] 
fibrinogen/collagen,[114] alginate/gelatin,[115] alginate/gelatin/ 
fibrinogen,[116] and combinations of synthetic and natural 
hydrogels.[117] Kim et al. used Caco-2 cell-laden collagen as the 
bioink mixed with tannic acid for cross-linking immediately 
before gel printing of 500–1000 µm long villous features with 
a base diameter of ≈200 µm (Figure 6B).[118] The initial cell 
viability after printing and cross-linking was over 90%. Inter-
estingly, the model fabricated by cell-laden bioinks exhibited 
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higher cell viability and growth compared to a similar 3D model 
on which cells were mixed in the ink and were seeded after the 
fabrication of the 3D model.

In addition to creating artificial villous features, reca-
pitulating the folded patterns of intestinal mucosa in vitro is 
essential for better representation of intestine in gastroin-
testinal research. To create the creased pattern of mucosa, 
Chan et al. cast a layer of GelMA hydrogel with stromal cell 

line telomerase reverse transcriptase- (hTERT-) immortalized 
human endometrial stromal cells on a prestretched tough 
hydrogel substrate[119] (polyacrylamide/alginate hybrid 
hydrogel). This step was followed by culturing a layer of 
human endometrial adenocarcinoma cells on top of the GelMA 
hydrogel film with cultured cells. Upon the release of the pre-
stretching stress, the elastic tough hydrogel returned to its orig-
inal dimension forcing the top layer of GelMA and epithelial 
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Figure 6. The villi and crypt topography of intestine can be modeled by combining various fabrication techniques. A) Positive PDMS molds made by 
casting PDMS on patterns plastic, followed by multiple steps of casting to develop the hydrogel or thermoplastic scaffold on which cells are seeded. 
Adapted with permission.[105a] Copyright 2011, The Royal Society of Chemistry. B) Cell-laden bioinks are 3D-printed to recreate the microstructure of 
the intestine. Adapted with permission.[118] Copyright 2018, Elsevier. C) Cell-seeded hydrogels are cast on top of bilaterally deformed tough hydrogels, 
where upon the release of stress the cell-seeded layer wrinkles and generates a villi–crypt topography. Adapted with permission.[119] Copyright 2018, 
PNAS. D) The villi structures developed in panel (A) can be integrated in a microfluidic system to provide access to both apical and basal sides of the 
scaffold. Adapted with permission.[122] Copyright 2017, Springer Nature.



1900968 (13 of 23)

www.advancedsciencenews.com www.advhealthmat.de

© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

cells to wrinkle (Figure 6C). The topography of wrinkles was 
defined by the stiffness of tough hydrogel substrate and the 
GelMA layer, as well as the prestretching ratio.[119] In another 
attempt to replicate the multiscale geometry of small intestine, 
decellularized porcine small intestine was used as the substrate 
for chemical vapor deposition of Parylene C, followed by gold–
palladium sputter coating to increase rigidity and then casting 
of PDMS to generate the cell-compatible substrate for Caco-2 
cells.[120] The PDMS replica topographically resembled the orig-
inal intestine with clear macro- to microscale features.

Depending on the 3D geometry of the scaffolds, access to 
the basal compartment of the model can be restricted, hence 
reducing the characterization assays to those that only require 
access to the apical compartment. Various strategies have been 
undertaken to improve the biological relevance of 3D scaffolds. 
Yu et al. developed a collagen-based villi scaffold on which Caco-2 
cells were seeded and suspend this scaffold in a culture well, 
exposing both apical and basal sides to the culture media.[121] 
Accessing both sides, this design allowed for drug permeability 
and TEER studies revealing that the 3D villous models have very 
close resemblance to actual small intestine epithelium. To access 
both apical and basal compartments of the model and subject 
the cells to fluidic shear, the villous scaffold can be integrated 
into a microfluidic chip with separate microchannels running 
over and below the scaffold.[106d,122] Separating the apical and 
basolateral channels permits a higher flexibility for performing 
a wider range of biological assays (Figure 6D).

7. In Vitro Macromodels

In vitro gastrointestinal models have been designed to simu-
late the digestion system. These models consist of a series of 
compartments that simulate the biochemical digestion and 
metabolism in the gastrointestinal tract with the small and 
large intestines at the end of the series. While the other in vitro 
models focus on permeability and absorption studies through 
the gut epithelium, the macromodels are designed to study the 
effects of peristalsis, shear stress, and enzymes on food parti-
cles’ size and structure. Furthermore, these systems can be 
used to investigate the effect of food or drug on gut microbiota.

Different experimental setups are designed either in vertical 
or horizontal positions with various methods to reproduce the 
peristalsis action. These models allow continuous sampling 
that enable better understanding of the microbial activities. The 
various parameters (e.g., temperature, pH, flow rates, and pres-
sure) can be precisely controlled by a computer.

The Simulator of the Human Intestinal Microbial Ecosystem 
(SHIME) was first developed in 1990s at Ghent University, 
Belgium, and later registered by the company ProDigest. This 
model consists of interconnected five jacketed glass reactors, 
representing, respectively;[123] the stomach, the small intes-
tine, and the ascending, transverse, and descending colons 
(Figure 7A). The residence time and pH of each section simu-
late gastric tract. It is also possible to incorporate microbiota 
in this model. The SHIME model was used to test the effect of 
different diet compositions (arabinogalactan, pectin, xylan, dex-
trins, and starch at different concentrations) on the gut micro-
biota and volatile fatty acids produced within the simulator.[123] 

The SHIME simulator has been adopted in a recent study on 
the metabolism of different polyphenols and oregano-derived 
luteolin known to be a ligand of the aryl hydrocarbon receptor 
(AhR), which plays a role in improving gut barrier functions 
and the intestinal immune defense. In this study, the authors 
could determine which, among the selected AhR agonists, 
provide the higher activation of the receptor, with specific 
attention to the evolution of the fermentation in the different 
sections of the SHIME.[124] Importantly, when studying micro-
biota in vitro, one should distinguish between luminal and 
mucosal microbiota. In this respect, the M-SHIME simulator 
was designed.[125,126] By introducing mucin agar-coated micro-
cosms at a distal section of the system, the M-SHIME version, 
allowed for specific colonization of Clostridium cluster IV and 
XIVa. To consider the host–microbiota cross-talk, SHIME has 
been more recently integrated with a Host–Microbe Interac-
tion (HMI) Module.[127] This in vitro HMI model resembles the 
intestines-on-chip models’ structure, but it has larger dimen-
sions (10 × 6 cm). It consists of a chamber with a porous 
membrane separating the gut microbiota (top chamber) and 
enterocytes Caco-2 cells (bottom chamber). Porcine-derived 
mucin was chosen for different microbial groups’ adhesion 
(Bifidobacterium, Lactobacillus, Faecalibacterium prausnitzii). 
The HMI module was proven to be functional in recreating 
the host–microbiota environment, assessing the viability of the 
enterocyte cells in contact with the gut microbiota and enabling 
a co-culture for up to 2 days. Finally, the system was connected 
to the SHIME from which a Saccaromyces cerevisiae fermen-
tation product was then flown to the HMI module. The anti-
inflammatory properties of the fermented yeast were tested 
on Caco-2 cells by assessing a lowering of interleukin (IL)-8. 
However, it should be noticed that in these systems, host cells, 
mucus layer, and microbiota are separated, while in the micro-
fluidics IsOC systems, previously described, it is possible to 
integrate the three.[94]

The Simulator Gastro-Intestinal (SIMGI) is another in vitro 
model of the upper and the lower gastric tract.[128] An extra 
feature added by this model, developed in 2015 (Spain, Insti-
tute of Food Science Research, CIAL), is the peristaltic move-
ment of the stomach which is represented by two cylindrical 
jacketed containers made of flexible silicone. The peristalsis, 
at the stomach level, is reproduced by changing the pressure 
of water flowed around the jacketed containers, which contain 
different inlets for the mixing of food samples and gastric 
juices (Figure 7B). SIMGI requires a period of time (1–2 weeks) 
for the microbiota to stabilize in the different sections before 
starting any experimental tests. At first SIMGI[128a] was used to 
study Bacteroides found in the first two sections of the colon, 
while the descending section showed higher production of 
short-chain fatty acids and a larger presence of Ruminoccocus. 
The total working volumes used by the system are 250, 300, 
and 400 mL (from ascending to descending colon). SIMGI has 
been used for studying the effect of various food ingredients 
and evaluate their modulation effect on the gut microbiota 
such as grape pomace extracts.[128b–d] More recently, SIMGI was 
employed to study the antimicrobial effects of silver nanopar-
ticles, which may function as food additives.[129] In this study, 
the authors tested multiple types of particles for their effects 
on the metabolic activity and on gut microbiota, and revealed 
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that all particles increased Lactobacillus numbers. This group 
also tested the effects of prior in vitro digestion, which is a step 
often lacking in in vitro modeling.

Another example of multicompartment model is the TNO 
gastro-intestinal model (TIM) system.[130] This model has been 
used for studying the food digestion, nutrients, and pharma-
ceutical bioavailability. The system is divided into different 
horizontal setups with the TIM-1 (Figure 7C) representing the 
stomach and three parts of the small intestine (duodenum, 
jejunum, and ileum) and the TIM-2 simulating the colon sec-
tion. An in vitro mastication is used upfront to recreate diges-
tion at the mouth level. In the first section that simulates the 
stomach, it is possible to test the digestion of any types of meal 
or nutrients. Peristaltic valves connecting the stomach section 

to the others allow for the chime samples to be moved along 
the artificial gastrointestinal tract. In the artificial duodenum, 
pancreatin, electrolytes, and bile are used for the digestion. 
Two filtration sections are used at the jejunum and ileum to fil-
trate and remove water soluble compounds and products of the 
digestion. Lipophilic compounds are also removed by a dedi-
cated filter. At the jejunum and ileum sections, pH is controlled 
by addition of sodium bicarbonate. TIM-1 has been used to 
study the bioavailability of iron and phosphorus in cereals,[131] 
anthocyanins from blueberries,[132] and different fortified milk 
products.[133] It has also been used to study the anti-inflamma-
tory and antioxidant activities of various digested foods.[134]

The Tiny-TIM (Figure 7D) is a smaller version of the TIM-1 
that is designed for high-throughput screening of pharmaceutical 
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Figure 7. Examples of Macromodels of the human gut. A) A photograph of the SHIME model developed by ProDigest and adopted at Wageningen 
University.[124] B) The SIMGI gastrointestinal in vitro model.[128b,129] Photo of the entire setup comprising 1) the stomach with peristalsis action; 2) the 
small intestine; 3) ascending; 4) transverse and 5) descending colon; 6) pH, nitrogen, and temperature controllers, and 7) water bath. The zoom-in 
panel (B) represents the small intestine compartment. Adapted with permission.[129] Copyright 2019, Elsevier. The detailed picture of the small intes-
tine compartment (zoom) was kindly provided by Alba Tamargo and colleagues from the Institute of Food Science Research (CIAL), Spain.[128b,129] 
C,D) Photographs from left to right showing in order the TIM-1 and Tiny-TIM. (C) For TIM-1, numbered in order: 1) the stomach compartment,  
2) duodenum, 3) jejunum, 4) ileum, and 5) distal secretions. (D) The Tiny-TIM is a simplification of the first system, where the small intestine is not 
divided but represented as a whole organ. Numbered in order: 1) the stomach, 2) small intestine, and 3) samples collection. The arrows show the 
direction of the flow. (C,D) Adapted with permission.[135] Copyright 2016, Elsevier. E) The dynamic colon model (DCM) developed at the University 
of Birmingham: a picture of the setup and zoom of the colon schematic showing the ten “haustra” and the membrane in blue. Adapted with permis-
sion under the terms of the Creative Commons CC BY license 4.0.[144] Copyright 2016, the Authors. Published by the International Association for 
Pharmaceutical Technology.
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products, without separating the small intestine in its three sec-
tions.[135] TIM-2[136] is an extension of the TIM system for rep-
resenting the large intestine in vitro. An important feature of 
the system is the peristalsis movement reproduced by a flexible 
membrane, which allows a more uniform mixing than the one 
offered by the other stirred systems. A dialysis component is also 
incorporated in the system for removal of microbial acid prod-
ucts, which would lead to microbiota death. Effectively, the peri-
stalsis and dialysis features are important improvements in the 
series of colon models. TIM-2 has been used for investigating 
the effect of different maize-derived fibers on gut microbiota,[137] 
the prebiotic effect of mango peel,[138] cassava bagasse 
extracts,[139] and plant sterol effects on obese and lean subjects’ 
microbiota,[140] or to investigate the differences between micro-
biota derived from healthy volunteers and inflammatory bowel 
disease–affected patients.[141] Furthermore, samples digested in 
TIM-2 have been further tested on separate cell culture in vitro 
models for their effect on the immune system,[142] and in Caco-2 
cells[143] proving again that different models in vitro can be used 
in parallel to provide more meaningful information.

An in vitro model of the colon has also been developed by 
Stamatopoulos et al.[144] Their dynamic colon model (DCM) 
(Figure 7E) improves the previous existing models, such as the 
TIM-2, by taking into consideration the important role played 
by the colon volumetric content, its motility, and physiology in 
the ascending colon. These are important factors which must 
be considered when investigating drug delivery and solubility; 
however, they should be relevant to the in vivo conditions. The 
DCM consists of an acrylic tube (20 cm long with a diameter 
of 5 cm) with ten colon pouches (haustra), covered by a flex-
ible membrane. The latter is computer-controlled and can be 
inflated and deflated accordingly to match the in vivo data of the 
motility functions. With their in vitro system, Stamatopoulos 
et al.[144] investigated the release of theophylline, a highly dissol-
uble drug used in the treatment of respiratory disorders. They 
have established that differences in pressure due to motility, 
and physiology changes naturally occurring in the gut, have an 
influence in drugs dissolution and concentration distribution 
profiles, which are with no doubt important information for 
both food and drugs studies.

The recently developed “CoMiniGut” (Copenhagen 
MiniGut)[145] is an example of how fermentation models can be 
miniaturized. The system consists of five stirred batch reactors, 
each of them running single fermentations in parallel (four 
replicates and a control). The novelty of this system is the small 
working volume used, 5 mL versus 500 mL of the SHIME[125] 
model and 120 mL of the TIM-2.[136] In their study, Wiese et al. 
first demonstrated that their system was able to reproduce the 
colon fermentation of two well-known prebiotics: lactulose 
and inulin. Finally, they extended the study to the human milk 
oligosaccharides. These are known to be more expensive, but 
with the use of such a small working volume, the experimental 
testing can be cost efficient, allowing the setup to be suitable 
for studying other rare and expansive compounds. For the inoc-
ulum, fecal samples of healthy adults for lactulose and inulin 
fermentations, and of healthy babies in the case of human milk 
oligosaccharides, were chosen. This miniaturized system is able 
to save precious donors’ samples as, for the inoculation, only 
250 µg of fecal material was needed overall for the five reactors.

“The Smallest Intestine” (TSI)[146] is an in vitro model of 
the human intestine where small intestine-specific microbiota 
was developed based on the “CoMiniGut.” The TSI system 
similarly comprises five reactors that test or replicate different 
compounds at the same time. Each reactor has a working 
volume of 12 mL, is connected for pH and T controls, and 
allows for easy sampling. The digestion and absorption in the 
small intestine are represented in the TSI by changes in pH 
values, hence by the addition of pancreatic juice, bile salts, 
and sodium hydroxide at three different stages of the process 
representing the duodenum, jejunum, and ileum. Small nutri-
ents, electrolytes, and bile absorptions are possible via a dialysis 
system connected to the reactors and operating continuously. 
Seven bacterial strains have been used in the TSI in vitro 
model (E. coli, Streptococcus salivarius and Streptococcus lutein-
ensis, Flavonifractor plautii, Enterococcus faecalis, B. fragilis, and 
Veillonella parvula) which were selected as representative of the 
existing bacterial symbiosis in the small intestine. Other three 
probiotics strains (L. plantarum, L. rhamnosus, and Lactobacillus 
casei) have been tested to prove their survival in the system. To 
the best of our knowledge, the “CoMiniGut” and the TSI system 
are, at this time, the only in vitro gut models functioning at the 
smallest volumes, enabling the screening of more expensive 
compounds. Furthermore, the TSI system takes into considera-
tion the testing of nonfecal bacterial strains, empowering the 
representation of the human small intestine in vitro.

Other gastrointestinal macromodels have been developed 
to study food digestion and breakdown in stomach. In fact, 
models of the stomach can be integrated with other in vitro 
models of the gut (small and large intestines) allowing a more 
detailed representation of the gastrointestinal tract, as done by 
most of the models we have here reviewed. As an example, the 
human gastric simulator (HGS)[147] is one of the examples of 
macromodels which use contraction movements to simulate 
food digestion. The system was first developed at the Univer-
sity of California, Davis in 2010 and also reproduced at Massey 
University, the Riddet Institute, New Zealand. It consists of the 
main tubular latex chamber, in which food samples are digested 
in vitro. Gastric juice secretions are added to the vessel and 
rollers around it are set and controlled to move, reproducing 
the muscular contractions naturally occurring in the stomach. 
Studies on the particle size distribution and the cooking effects 
on different types of food can be performed on these systems. 
To conclude, there are internationally recognized protocols 
for the use of macromodels and for in vitro digestion of a 
variety of samples, with the INFOGEST consensus connecting 
researchers internationally.[148]

8. In Silico Mathematical and Computational 
Models

Computational fluid dynamics (CFD) is a mathematical mod-
eling tool that utilizes the Navier–Stokes equations to model 
the flow of viscous substances. While it originated in the 
aerospace industry, the increasing range and sophistication of 
models as well as the increased availability of high-performance 
computing has broadened the application of CFD to other 
areas, including medical applications. Examples of this include 

Adv. Healthcare Mater. 2019, 8, 1900968



1900968 (16 of 23)

www.advancedsciencenews.com www.advhealthmat.de

© 2019 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

modeling airflow and aerosols in the throat and lungs,[149] blood 
flow for cardiovascular applications,[150] and modeling of the 
stomach and intestine.[151] Modeling approaches like CFD are 
advantageous in that they can reduce the need for experimental 
research, which can be costly, complex, and ethically chal-
lenging. CFD can complement existing experiments by devel-
oping methods to visualize the underlying processes.

CFD has been extensively used to model mixing within the 
intestine.[151b,e,152] This is important since nutrient absorption 
depends on the transport of the nutrients to the brush border of 
the intestine. Mixing occurs at a range of length scales; macro-
mixing due to advection of the fluid occurs at scales comparable 
to the intestinal diameter, while diffusive mixing occurs at the 
molecular scale. The Reynolds number is the ratio of inertial to 
viscous forces. In a tube, high Reynolds numbers (>5000) cor-
respond to turbulent flow; under these circumstances, eddies 
of varying length scales exist; this leads to efficient mixing. At 
low Reynolds numbers (<2000), the flow is laminar and mixing 
is poor. Reported Reynolds numbers for flow in the intestine 
are <200;[152b,153] the majority of CFD modeling has attempted 
to determine how the motions of the intestinal wall lead to effi-
cient mixing and hence efficient nutrient absorption. Existing 
models have primarily focused on modeling macromixing in 
small animals including rabbits (Figure 8A,B),[151b]rats,[151e] 
and guinea pigs.[151e,153] Generally speaking, it was found that 
the different motions of the intestinal walls promoted mixing 
within the intestine, and that the rheology of the intestinal 
fluid had a significant impact on the macroscale mixing. Wang 
et al.[152a] devised a model of microscale mixing, and their 
results indicate that motions of the villi induce microscale flow 
which interacts with the macroscale flow to promote mixing 
and nutrient absorption (Figure 8C).

Overall it is clear that not all aspects of flow in the intes-
tine are fully understood and CFD offers a way to quantify the 
complex flow behavior. For the small intestine, the complex 
rheology of the intestinal fluid, the transient motions, as well as 
the deformable nature of the intestinal wall are all challenging 
to model. Major areas for innovation in modeling intestinal 
fluid dynamics include i) simultaneously simulating multiple 
motions of the intestinal wall; ii) performing 3D simulations; 
iii) including improved models of the intestinal wall which take 
into account its viscoelastic properties; iv) identifying suitable 
boundary conditions for the wall; and v) including both macro 
and micromixing in the same model in order to fully replicate 
physiological behavior. While various modeling approaches 
(finite volume, lattice Boltzmann, smoothed particle hydrody-
namics, etc.) may potentially improve existing models, there 
is a need to validate models by experimental studies. A math-
ematical model of the human colon has also been developed 
by Alexiadis et al.[154] for the study of different mass transport 
mechanisms (Figure 8D). The in silico model was used in com-
bination with data from the in vitro DCM model developed by 
the same group[144] which we have reviewed in the previous  
section (Figure 7E).

The gut microbial community has also been subjected to in 
silico modeling. By their nature, such modeling activities cap-
ture the system in abstract terms and, as such, can serve to elu-
cidate the broader principles governing system behavior.[155] For 
instance, Faith et al. demonstrated diet as the dominant factor 

shaping gut microbial community composition within gnotobi-
otic mice recolonized with a simple community of ten strains 
and administered well-defined diets.[156] The abundance of each 
of strain could be modeled as a linear function of dietary pro-
tein, fat, and starch, and sucrose content alone. The model was 
ignorant of host–microbe and microbe–microbe interactions, 
yet still captured around 61% of variance in community compo-
sition. These factors are thus secondary to diet composition in 
shaping the community, at least for this simplistic collection of 
diets and microbes.

Three paradigms have predominated efforts to model gut 
microbial communities. First, systems of coupled ordinary dif-
ferential equations (ODEs) have described how populations of 
microbes, their substrates and metabolites, and host cell popu-
lations interact in promoting or reducing one another’s popula-
tion sizes. These models are typically aspatial, rendering them 
suitable for modeling well-mixed systems. Coyte et al.[157] exem-
plify how modeling can illuminate the principles governing 
microbial system ecology. Using both ODE- and agent-based 
(explored below) models of interacting taxa, they explored the 
ecological foundations of gut microbiome stability, a quality 
often associated with health. Systems of highly cooperative 
microbes, supporting one another’s growth, were found to be 
unstable under perturbation: community compositions did not 
return postperturbation. The reduced abundance of taxa that 
mutually supports others has destabilizing cascading effects 
through the network leading to “mutual downfall.” Systems of 
competing microbes exhibited greater stability. Coyte et al.[157] 
suggest that the host has evolved microbial competition-pro-
moting processes that favor community stability, despite such 
communities being metabolically less efficient.

Second, agent (aka. individual)-based modeling (ABM) offers 
a greater articulation of single cell-level dynamics and interac-
tions. Each individual cell in the ecosystem finds explicit repre-
sentation and location in a spatially explicit environment, and 
maintains its own individual state. Potentially complex, mul-
tifactorial rules governing cellular state changes as responses 
to environmental cues, intercellular interactions, or stochastic 
events are specified. By modeling the gut microbiome in terms 
of trophic guilds, Holmes et al.[158] demonstrated that host pro-
vision of nitrogen, e.g., through mucin and urea, is a key factor 
in shaping microbiome community composition. Through 
agent-based modeling, single cell-level microbial growth and 
death dynamics were linked to their capacity to nutritionally 
satisfy a target 5.2:1 carbon-to-nitrogen ratio. Modeled micro-
biome community composition was shaped by the balance 
between diet- and host-derived substrates containing these two 
limiting nutrients, and the nutritional state of other microbes 
competing for them. The gut ecosystem is characterized by 
numerous concentration and profile gradients, such as water, 
nutrient (e.g., dietary-derived vs mucosal-derived), oxygen, and 
immune factors (e.g., immunoglobulin A (IgA)), and ABMs are 
well suited to research questions where these are pertinent.

Lastly, genome scale modeling (GSM) represents microbes 
at the highly detailed level of their metabolism. GSM con-
struction commences with functional annotation of an organ-
ism’s genome.[159] Though automated approaches to aid GSM 
construction are emerging,[160] considerable manual curation 
remains a necessity.[161] Sizeable knowledge gaps preclude the 
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Figure 8. Examples of in silico models used to represent the human gut. A,B) CFD simulation from a rabbit colon model by Fullard et al.;[151b] 
both images refer to a stretching motion of the colon. A) The shear rates and B) the velocities streamline, both for two different fluids simulations: 
water (w) and honey (h). (A,B) Adapted with permission.[151b] Copyright 2014, The Royal Society of Chemistry. C) Mathematical model developed 
by Wang et al.[152a] where 1–2) illustrate the principles of their model in which micro- and macromixing interact; 2) shows a group of villi and the 
type of motion used in their approach; 3) shows the streamlines; and 4–6) the results of the simulations, respectively, isocontours of molecular 
concentration, concentration flux by advection, and by diffusion. Reproduced with permission.[152a] Copyright 2010, The Royal Society. D) The top 
three images are of a simulation of the peristaltic waves moving along the DCM in vitro colon in the mathematical model developed by Alexiadis 
et al.[154] 1–4) Mixing before and after three waves of the fluid (blue) and tracer (gray) of a 1–2) same or 3–4) different viscosity. Adapted with 
permission.[154] Copyright 2017, Elsevier.
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complete metabolic reconstruction of an organism based on its 
genome alone. For instance, the genome is a static represen-
tation of an organism’s total functional capacity; determining 
from here what it actually does in a given context is nontrivial. 
Individual organism GSMs tend to be highly complex, and the 
GSM for the widely employed K-12 E. coli strain comprises 
3000 reactions and 1200 metabolites.[162] Modeling complex, 
dynamic (nonsteady state) communities of microorganisms 
using GSMs remains highly challenging.

The power of modeling stems from an unrestricted capacity 
to manipulate and measure. However, this is arguably also its 

greatest challenge—in vivo and in vitro, physics is free. The 
extent to which models are instructive of reality depends on 
how well critical system elements, which may be unknown, 
are captured; the (relevant) rules of physics must be encoded. 
With sufficient real world data, model accuracy can be accessed 
through emerging calibration techniques.[163] This is particu-
larly pertinent for highly predictive models aiming to facili-
tate personalized medicine,[164] wherein a model tailored to 
a given individual is used to prototype putative intervention 
strategies. Model dynamics are specified through parameters 
describing, e.g., rates, population sizes or molecular expression 
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Table 3. Comparison between different models of the human intestine.

Models Type Ethical requirements Intestinal tissues and cells Outputs Benefits Limitations

Animal Small animals ✓ Tissue/body cells can  

be isolated from  

intestinal tissue

Physiological and  

mechanism data of  

disease and treatments

Microbes and  

gut–brain axis studies

Easy genetic manipulation Replicability issues

Require trained personnel

Large animals ✓ Larger body size

Anatomically and genetically  

similar to humans

High cost

Require trained personnel

Ethical concerns

In vitro Static 2D cell culture

Transwell devices

Only for  

patient-derived cells

Enterocytes, goblet,  

macrophages

Effects of food and drugs 

(e.g., anti-inflammatory, 

antioxidant)

Absorption and 

permeability

Cytotoxicity

Standardized across labs Simplified representation 

by cells

Microfluidic IsOC Only for  

patient-derived cells

Enterocytes, goblet,  

macrophages.

Effects of food and drugs

Absorption and 

permeability

Cytotoxicity

Host–microbial interface

Crosstalk between  

different organs

Physiology closer to in vivo

Faster cell polarization

Intestinal peristalsis 

contribution

Simplified representation 

by cells

Still to be standardized  

across labs (there is  

not one IOC only)

Suitability of materials

3D scaffolds Only for  

patient-derived cells

Enterocytes, goblet,  

myofibroblasts

Absorption and  

permeability (porous  

scaffolds)

Host–microbial interface

Cell phenotype closer  

to in vivo

Improved bacteria invasion  

and specific adhesion

Can be used under  

microfluidic perfusion

Simplified representation 

by cells

Support that requires 

extra material (e.g., close 

environment for cells)

Suitability of materials

Macromodels Yes for human  

fecal samples

Microbiota, mucin- 

coated supports

Colon-related studies on 

patient-derived microbiota

Fermentation of nutrients 

and pharmaceuticals

Replicability

Specific microbiota  

compositions

Single-patient studies

Microbiota stabilization 

period needed before 

experiments

Not available to all 

laboratories

Does not consider  

intestinal absorption

Some systems lack  

peristalsis and dialysis

Large space required  

for the setup

Can be costly

In silico Simulations or CFD May require ethics  

for patients’ data  

and privacy

Can model tissue and  

cellular behaviors

Food and drug  

structure effects

Absorption and  

permeability, metabolism

Prediction of behaviors 

and dependency between 

different parameters

Intestinal peristalsis 

contribution

Can be adapted to  

different geometrical  

features of the intestine  

(e.g., children or  

elderly patients)

Need to know well: 

transport phenomena and 

physiology contributions

Does not take into  

account patients’ genetic  

background and response
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levels, or probabilities. Where possible, such parameter values 
can be experimentally ascertained or extracted from literature. 
Where this is not possible, owing to either the model’s abstract 
nature or its articulation of dynamics not amenable to experi-
mentation, calibration or “fitting” against in vivo and in vitro 
data is warranted.[165]

9. Conclusions

This Progress Report has discussed the different technologies 
used to model the gut, which are applicable to modeling dis-
ease, disease treatment, as well as diet and food consumption. 
An overview was given for the advantages and limitations of 
different intestinal models and the summary of this discussion 
is provided in Table 3.

The physiological and function of the human gut are com-
plex and reliant on several factors including cell types, genetics, 
the immune system, and disease state. Different types of large 
and small animal models have been developed for studying 
the impact of food and nutrition on diseases associated with the 
gastric system. Such work is a necessary precursor to clinical 
trials. Cell culture models have been developed to closely rep-
resent the features of the human gut. Preference is given to 
those cell lines that most faithfully represent the in vivo con-
ditions, although there is a scope for greater exploration of 
mucin expression in these lines. Concomitantly, various in vitro 
models have been designed to circumvent the challenges of 
animal models such as ethical constraints, high cost, and physi-
ological differences with humans. These models provide lower 
cost methods for investigating the direct effects of foods and 
insights into disease mechanism.

The physiological conditions recreated within the IsOC allow 
a faster differentiation of the epithelial cell monolayers, and 
a more accurate representation of the gut architecture. Aside 
from the lower consumption of reagents and cell number used, 
the integration of other tools and sensors on-chip, whereas 
possible, makes IsOC more competitive if compared with the 
standard cell culture, as analysis can often be carried in situ. 
Furthermore, IsOC can be designed according to a study needs, 
connecting multiple organs together for cross-talk and metab-
olism-related studies. As the field advances, the incorporation 
of microfabricated or 3D printed scaffolds and gut microbiota 
are areas of active research. Both macro- and micromodels 
are readily computer controlled, enabling precision in study 
execution.

In silico models can be used to refine experimental model 
systems. In the case of microfluidics, CFD simulations or other 
methodologies (e.g., finite element analysis) are often used to 
predict the optimal geometry to be adopted with the aim of 
providing a uniform shear stress to the cellular layer. Conse-
quently, the flow rates to the microchannels can be selected to 
guarantee the required conditions. In silico models can lead to 
major insights on the gut physiology and motility.

A major limitation of the field is the focus on single sys-
tems and debate over the relative advantages and disadvantages 
of such systems. This Progress Report highlights the various 
strengths of the different gut models and it is suggested that 
better co-ordination between research groups utilizing different 

models may yield greater insights into gut function. Ultimately, 
however, no model system can completely replace the need for 
clinical/human studies. Even the most sophisticated preclin-
ical animal models do not recapitulate all the components of 
human intestinal physiology and function, yet each system pos-
sesses unique features enabling the exploration of different dis-
eases in the gastric system. The complementary integration of 
the different models summarized in this Progress Report could 
yield substantive additional insights into the complex physi-
ology of the human gut.
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